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Recap: you will have to implement, train and evaluate RNN models 
during the final project —> Important to understand the underlying 
mechanisms…



Introduction to Deep Learning
Lecture 3: Transformers and Attention
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Figure 1: The Transformer - model architecture.

The Transformer follows this overall architecture using stacked self-attention and point-wise, fully
connected layers for both the encoder and decoder, shown in the left and right halves of Figure 1,
respectively.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum
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Course Overview

1. Convolutional Neural Networks (1h lecture + 3h practical) 

2. Recurrent Neural Networks (1h lecture + 3h practical) 

3. Transformers and Attention (1h lecture + 3h practical) 

4. Project (12h)
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Useful resources about Attention/Transformers

- Vaswani et al., Attention is all you need, NeurIPS 2017 
- Dosovitskiy et al., An image is worth 16x16 words: Transformers for image recognition at scale, ICLR 2021 

- The Illustrated Transformer: https://jalammar.github.io/illustrated-transformer/ 
- The annotated Transformer: https://nlp.seas.harvard.edu/2018/04/03/attention.html 
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https://jalammar.github.io/illustrated-transformer/
https://nlp.seas.harvard.edu/2018/04/03/attention.html


The motivation behind attention

7

MLP —> Each neuron gets information from all others from the previous layer 
CNN —> Each neuron gets information from only neurons in its neighbourhood 
RNN —> Information is propagated inside a hidden state memory 

Attention —> Can a neuron get information from neurons depending on the similarity 
between their associated values?



Attention in recurrent networks
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Published as a conference paper at ICLR 2015

The decoder is often trained to predict the next word yt0 given the context vector c and all the
previously predicted words {y1, · · · , yt0�1}. In other words, the decoder defines a probability over
the translation y by decomposing the joint probability into the ordered conditionals:

p(y) =
TY

t=1

p(yt | {y1, · · · , yt�1} , c), (2)

where y =
�
y1, · · · , yTy

�
. With an RNN, each conditional probability is modeled as

p(yt | {y1, · · · , yt�1} , c) = g(yt�1, st, c), (3)

where g is a nonlinear, potentially multi-layered, function that outputs the probability of yt, and st is
the hidden state of the RNN. It should be noted that other architectures such as a hybrid of an RNN
and a de-convolutional neural network can be used (Kalchbrenner and Blunsom, 2013).

3 LEARNING TO ALIGN AND TRANSLATE

In this section, we propose a novel architecture for neural machine translation. The new architecture
consists of a bidirectional RNN as an encoder (Sec. 3.2) and a decoder that emulates searching
through a source sentence during decoding a translation (Sec. 3.1).

3.1 DECODER: GENERAL DESCRIPTION

x1 x2 x3 xT

+
αt,1
αt,2 αt,3

αt,T

yt-1 yt

h1 h2 h3 hT

h1 h2 h3 hT

st-1 s t

Figure 1: The graphical illus-
tration of the proposed model
trying to generate the t-th tar-
get word yt given a source
sentence (x1, x2, . . . , xT ).

In a new model architecture, we define each conditional probability
in Eq. (2) as:

p(yi|y1, . . . , yi�1,x) = g(yi�1, si, ci), (4)

where si is an RNN hidden state for time i, computed by

si = f(si�1, yi�1, ci).

It should be noted that unlike the existing encoder–decoder ap-
proach (see Eq. (2)), here the probability is conditioned on a distinct
context vector ci for each target word yi.

The context vector ci depends on a sequence of annotations
(h1, · · · , hTx) to which an encoder maps the input sentence. Each
annotation hi contains information about the whole input sequence
with a strong focus on the parts surrounding the i-th word of the
input sequence. We explain in detail how the annotations are com-
puted in the next section.

The context vector ci is, then, computed as a weighted sum of these
annotations hi:

ci =
TxX

j=1

↵ijhj . (5)

The weight ↵ij of each annotation hj is computed by

↵ij =
exp (eij)PTx

k=1 exp (eik)
, (6)

where
eij = a(si�1, hj)

is an alignment model which scores how well the inputs around position j and the output at position
i match. The score is based on the RNN hidden state si�1 (just before emitting yi, Eq. (4)) and the
j-th annotation hj of the input sentence.

We parametrize the alignment model a as a feedforward neural network which is jointly trained with
all the other components of the proposed system. Note that unlike in traditional machine translation,
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Bahdanau et al., Neural machine translation by jointly learning to align and translate, ICLR 2015



Attention is all you need
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The Transformer follows this overall architecture using stacked self-attention and point-wise, fully
connected layers for both the encoder and decoder, shown in the left and right halves of Figure 1,
respectively.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum

3

Vaswani et al. Attention is all you need, NeurIPS 2017



Attention is all you need — Self-attention
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Let’s consider a set  of vectors. These elements will be called tokens in the remaining of the course.  

An important assumption is that tokens are related in a certain way. 

The idea behind self-attention is to enrich the representation of each item with the information contained in other 
vectors.

X = {xi}

Example: A sentence where each word is a token. The representation of the word “sky” gets enriched by the 
information brought by other tokens (e.g. the “blue” token can be used to enrich “sky” as it provides colour 
information). All tokens do not enrich “sky” in the same way (see arrow thickness).

The sky is blue
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Let’s consider a set  of vectors. These elements will be called tokens in the remaining of the course.  

An important assumption is that tokens are related in a certain way. 

The idea behind self-attention is to enrich the representation of each item with the information contained in other 
vectors. 

In self-attention, each item attends to all items in the set (even to itself).

X = {xi}

But, what do we mean by “attend”?



Attention is all you need — Self-attention

13

We predict 3 quantities for each token : 
1. Key  
2. Query  
3. Value  

We thus learn 3 linear layers ( , , ) 
to predict quantities from input .

xi ∈ ℝa

ki ∈ ℝdk

qi ∈ ℝdk

vi ∈ ℝdv

Wk ∈ ℝ(a+1)×dk Wq ∈ ℝ(a+1)×dk Wv ∈ ℝ(a+1)×dv

xi

xi

ki

qi

vi

xiWk

xiWq

xiWv
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We predict 3 quantities for each token : 
1. Key  
2. Query  
3. Value  

We thus learn 3 linear layers ( , , ) 
to predict quantities from input . 

If we write  as a matrix where each row is an  item we can compute all keys , 
queries  , and values  as, 

 
 

xi ∈ ℝa

ki ∈ ℝdk

qi ∈ ℝdk

vi ∈ ℝdv

Wk ∈ ℝ(a+1)×dk Wq ∈ ℝ(a+1)×dk Wv ∈ ℝ(a+1)×dv

xi

X xi K
Q V

K = XWk
Q = XWq
V = XWv

xi

ki

qi

vi

xiWk

xiWq

xiWv
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We predict 3 quantities for each token : 
1. Key  —> My summary when items search for information in me. 
2. Query  —> What I want to search for in other items. 
3. Value  —> The information retrieved from me by other items. 

xi ∈ ℝa

ki ∈ ℝdk

qi ∈ ℝdk

vi ∈ ℝdv
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We predict 3 quantities for each token : 
1. Key  —> My summary when items search for information in me. (  is the matrix of all keys) 
2. Query  —> What I want to search for in other items. (  is the matrix of all queries) 
3. Value  —> The information retrieved from me by other items. (  is the matrix of all values) 

We compute a scaled similarity matrix  between all queries  and keys , by performing a dot product and a 
scaling operation:  

                                       

 

xi ∈ ℝa

ki ∈ ℝdk K
qi ∈ ℝdk Q
vi ∈ ℝdv V

S Q K

S =
QKT

dk
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For each query, we compute a distribution over keys by performing a softmax operation. The final matrix is : 
                                 
                                      

xi ∈ ℝa

ki ∈ ℝdk K
qi ∈ ℝdk Q
vi ∈ ℝdv V

S Q K

S =
QKT

dk

A

A = softmax(S)

σ(z)i =
ezi

∑K
j=1 ezj

 for i = 1,…, K and z = (z1, …, zK) ∈ ℝK

From h:ps://en.wikipedia.org/wiki/So@max_funcBon
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We predict 3 quantities for each token : 
1. Key  —> My summary when items search for information in me. (  is the matrix of all keys) 
2. Query  —> What I want to search for in other items. (  is the matrix of all queries) 
3. Value  —> The information retrieved from me by other items. (  is the matrix of all values) 

We compute a scaled similarity matrix  between all queries  and keys , by performing a dot product and a 
scaling operation:  

                                       

For each query, we compute a distribution over keys by performing a softmax operation. The final matrix is : 
                                 
                                       

Finally, the final representation of all tokens   is done by performing a linear combination of values  weighted by : 

                                      

xi ∈ ℝa

ki ∈ ℝdk K
qi ∈ ℝdk Q
vi ∈ ℝdv V

S Q K

S =
QKT

dk

A

A = softmax(S)

T V A

T = AV
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Scaled Dot-Product Attention Multi-Head Attention

Figure 2: (left) Scaled Dot-Product Attention. (right) Multi-Head Attention consists of several
attention layers running in parallel.

query with all keys, divide each by
p
dk, and apply a softmax function to obtain the weights on the

values.

In practice, we compute the attention function on a set of queries simultaneously, packed together
into a matrix Q. The keys and values are also packed together into matrices K and V . We compute
the matrix of outputs as:

Attention(Q,K, V ) = softmax(
QK

T

p
dk

)V (1)

The two most commonly used attention functions are additive attention [2], and dot-product (multi-
plicative) attention. Dot-product attention is identical to our algorithm, except for the scaling factor
of 1p

dk
. Additive attention computes the compatibility function using a feed-forward network with

a single hidden layer. While the two are similar in theoretical complexity, dot-product attention is
much faster and more space-efficient in practice, since it can be implemented using highly optimized
matrix multiplication code.

While for small values of dk the two mechanisms perform similarly, additive attention outperforms
dot product attention without scaling for larger values of dk [3]. We suspect that for large values of
dk, the dot products grow large in magnitude, pushing the softmax function into regions where it has
extremely small gradients 4. To counteract this effect, we scale the dot products by 1p

dk
.

3.2.2 Multi-Head Attention

Instead of performing a single attention function with dmodel-dimensional keys, values and queries,
we found it beneficial to linearly project the queries, keys and values h times with different, learned
linear projections to dk, dk and dv dimensions, respectively. On each of these projected versions of
queries, keys and values we then perform the attention function in parallel, yielding dv-dimensional
output values. These are concatenated and once again projected, resulting in the final values, as
depicted in Figure 2.

Multi-head attention allows the model to jointly attend to information from different representation
subspaces at different positions. With a single attention head, averaging inhibits this.

4To illustrate why the dot products get large, assume that the components of q and k are independent random
variables with mean 0 and variance 1. Then their dot product, q · k =

Pdk
i=1 qiki, has mean 0 and variance dk.

4

Vaswani et al. Attention is all you need, NeurIPS 2017

Figure reproduced from Vaswani et al.
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Simple yet elegant idea: Multi-head attention allows projecting the same token 
into different query, key, and value spaces. 

This is a way for each token to query different information, but also to retrieve 
different information from a same token.
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The Encoder-Decoder architecture takes a set of tokens as input and outputs another set of token. More specifically, it 
was applied to sentence translation: it is given a sentence in French as input and outputs a sentence in English. 

A fundamental difference between encoder and decoder is the type of attention: 
- Encoder: Bi-directional attention, i.e. each item attends to items before and after in the sequence. 
- Decoder: Causal attention, i.e. each item only attends to items before in the sentence. The decoder generates a new 

sentence so tokens after are simply not known yet! 

Let’s now look at the encoder and the decoder separately. 
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The Transformer follows this overall architecture using stacked self-attention and point-wise, fully
connected layers for both the encoder and decoder, shown in the left and right halves of Figure 1,
respectively.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum

3

Vaswani et al. Attention is all you need, NeurIPS 2017
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The Transformer follows this overall architecture using stacked self-attention and point-wise, fully
connected layers for both the encoder and decoder, shown in the left and right halves of Figure 1,
respectively.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum

3

In the text of sentence translation, the input to the encoder is a sequence of words. But, this input has to be turned 
into a numerical form, i.e. a sequence of embeddings. This is an important step! 

Vaswani et al. Attention is all you need, NeurIPS 2017
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The Transformer follows this overall architecture using stacked self-attention and point-wise, fully
connected layers for both the encoder and decoder, shown in the left and right halves of Figure 1,
respectively.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum

3

Recap: a self-attention layer is applied to a set of items, i.e. an unordered collection of vectors. 

But, as humans, we know that tokens in a sentence have an order! 

We thus augment each embedding with information about where it is localized in the sentence. 

This is done by adding a positional encoding.

Vaswani et al. Attention is all you need, NeurIPS 2017
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In the paper, authors experimented with: 
- Learned positional embeddings 
- Sine and cosine functions of different frequencies 

Positional encodings have the same dimension as the input tokens as they will be summed. In the above equations, 
 is the position index in the sequence, and  is the dimension.pos i

PE(pos,2i) = sin (pos/100002i/dmodel )
PE(pos,2i+1) = cos (pos/100002i/dmodel )

Vaswani et al. Attention is all you need, NeurIPS 2017
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The Transformer follows this overall architecture using stacked self-attention and point-wise, fully
connected layers for both the encoder and decoder, shown in the left and right halves of Figure 1,
respectively.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum

3

The encoder is a sequence of N identical 
(different weights!) layers: 

1. Multi-Head attention 
2. Normalization with residual 

connection (Add & Norm) 
3. Feed Forward layer (simple 

sequence of linear layer) 
4. Normalization with residual 

connection (Add & Norm)

Vaswani et al. Attention is all you need, NeurIPS 2017
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The Transformer follows this overall architecture using stacked self-attention and point-wise, fully
connected layers for both the encoder and decoder, shown in the left and right halves of Figure 1,
respectively.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum

3

The encoder is a sequence of N identical 
(different weights!) layers: 

1. Multi-Head attention 
2. Normalization with residual 

connection (Add & Norm) 
3. Feed Forward layer (simple 

sequence of linear layer) 
4. Normalization with residual 

connection (Add & Norm)

Vaswani et al. Attention is all you need, NeurIPS 2017

The used normalization operation is the 
Layer Normalization: normalizes output 
values from all neurons in a layer for a 
given training sample, i.e. output mean 
and standard deviation are computed 
across all neurons and used to 
normalize outputs (subtracting the 
mean and dividing by the std). 

Multi-Head Attention: 
        

Add & Norm:

out = MultiHeadAttention(x)

out = LayerNorm(out + x)
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The Transformer follows this overall architecture using stacked self-attention and point-wise, fully
connected layers for both the encoder and decoder, shown in the left and right halves of Figure 1,
respectively.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum
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The Transformer follows this overall architecture using stacked self-attention and point-wise, fully
connected layers for both the encoder and decoder, shown in the left and right halves of Figure 1,
respectively.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum

3

This is a standard Multi-Head self-
attention block. It is called Masked 
Multi-Head Attention as it is a causal 
attention layer, each token only attends 
to the ones before.
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The Transformer follows this overall architecture using stacked self-attention and point-wise, fully
connected layers for both the encoder and decoder, shown in the left and right halves of Figure 1,
respectively.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum

3

Encoder-Decoder Attention 

This is also a standard Multi-Head 
attention block. The difference is that it 
is not a self-attention layer as the 
queries, keys and values are not 
predicted from the same set. 

Queries are predicted from the output 
of Masked Multi-Head attention layer in 
the decoder, while keys and values are 
predicted from the output of the 
encoder.
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The Transformer follows this overall architecture using stacked self-attention and point-wise, fully
connected layers for both the encoder and decoder, shown in the left and right halves of Figure 1,
respectively.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum

3
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The Transformer follows this overall architecture using stacked self-attention and point-wise, fully
connected layers for both the encoder and decoder, shown in the left and right halves of Figure 1,
respectively.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum
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To generate the next token, we use a 
linear layer followed by softmax 
activation function to obtain a 
distribution over all possible tokens. 
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Figure 1: Model overview. We split an image into fixed-size patches, linearly embed each of them,
add position embeddings, and feed the resulting sequence of vectors to a standard Transformer
encoder. In order to perform classification, we use the standard approach of adding an extra learnable
“classification token” to the sequence. The illustration of the Transformer encoder was inspired by
Vaswani et al. (2017).

3 METHOD

In model design we follow the original Transformer (Vaswani et al., 2017) as closely as possible.
An advantage of this intentionally simple setup is that scalable NLP Transformer architectures – and
their efficient implementations – can be used almost out of the box.

3.1 VISION TRANSFORMER (VIT)

An overview of the model is depicted in Figure 1. The standard Transformer receives as input a 1D
sequence of token embeddings. To handle 2D images, we reshape the image x 2 RH⇥W⇥C into a
sequence of flattened 2D patches xp 2 RN⇥(P 2·C), where (H,W ) is the resolution of the original
image, C is the number of channels, (P, P ) is the resolution of each image patch, and N = HW/P

2

is the resulting number of patches, which also serves as the effective input sequence length for the
Transformer. The Transformer uses constant latent vector size D through all of its layers, so we
flatten the patches and map to D dimensions with a trainable linear projection (Eq. 1). We refer to
the output of this projection as the patch embeddings.

Similar to BERT’s [class] token, we prepend a learnable embedding to the sequence of embed-
ded patches (z00 = xclass), whose state at the output of the Transformer encoder (z0

L
) serves as the

image representation y (Eq. 4). Both during pre-training and fine-tuning, a classification head is at-
tached to z0

L
. The classification head is implemented by a MLP with one hidden layer at pre-training

time and by a single linear layer at fine-tuning time.

Position embeddings are added to the patch embeddings to retain positional information. We use
standard learnable 1D position embeddings, since we have not observed significant performance
gains from using more advanced 2D-aware position embeddings (Appendix D.4). The resulting
sequence of embedding vectors serves as input to the encoder.

The Transformer encoder (Vaswani et al., 2017) consists of alternating layers of multiheaded self-
attention (MSA, see Appendix A) and MLP blocks (Eq. 2, 3). Layernorm (LN) is applied before
every block, and residual connections after every block (Wang et al., 2019; Baevski & Auli, 2019).

3

Figure reproduced from Dosovitskiy et al.
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Figure 1: The Transformer - model architecture.

The Transformer follows this overall architecture using stacked self-attention and point-wise, fully
connected layers for both the encoder and decoder, shown in the left and right halves of Figure 1,
respectively.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum

3

Goals: 
1. Implementing a Transformer encoder from scratch (following the architecture 

introduced in the Attention is all you need paper) 
2. Understanding the involved computations 
3. Building a full Deep Learning pipeline in PyTorch to train a model on a given 

dataset 
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